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A semi-implicit fractional-step method that uses a staggered node layout and radial basis 
function-finite differences (RBF-FD) to solve the incompressible Navier-Stokes equations is 
developed. Polyharmonic splines (PHS) with polynomial augmentation (PHS+poly) are used 
to construct the global differentiation matrices. A systematic parameter study identifies 
a combination of stencil size, PHS exponent, and polynomial degree that minimizes the 
truncation error for a wave-like test function on scattered nodes. Classical modified 
wavenumber analysis is extended to RBF-FDs on heterogeneous node distributions and 
used to confirm that the accuracy of the selected 28-point stencil is comparable to 
that of spectral-like, 6th-order Padé-type finite differences. The Navier-Stokes solver is 
demonstrated on two benchmark problems, internal flow in a lid-driven cavity in the 
Reynolds number regime 102 ≤ Re ≤ 104, and open flow around a cylinder at Re = 100 and 
200. The combination of grid staggering and careful parameter selection facilitates accurate 
and stable simulations at significantly lower resolutions than previously reported, using 
more compact RBF-FD stencils, without special treatment near solid walls, and without the 
need for hyperviscosity or other means of regularization.

© 2022 Elsevier Inc. All rights reserved.

1. Introduction

In the past two decades, radial basis functions (RBF)-based discretizations have emerged as a viable alternative to es-
tablished approaches for computational fluid mechanics [25]. RBF-based methods are often referred to as mesh-free as they 
facilitate the discretization of partial differential operators directly on a set of scattered nodes, i.e., without the need of local 
elements. The main promise of RBF-based methods is that they can combine the ease of implementation and high order of 
accuracy of finite differences (FD) with the geometrical flexibility of finite volume (FV), element, and discontinuous Galerkin 
(DG) methods.

RBF approximations provide high-order accuracy, flexibility, and ease of implementation for interpolation and differenti-
ation. Historically, RBFs were often used as global interpolants over all nodes. These global RBF methods with spectral-like 
nominal accuracy have been applied to a variety of flow problems [18,20,22,23,40,41,81] including Lagrangian fluid mechan-
ics [77]. Other applications of global RBFs include solid mechanics [76,78]. They are, however, computationally expensive 
for large problems and often suffer from ill-conditioning and numerical instability. Remedies to these problems have been 
found in the form of regularizations like hyperviscosity [21,27] and preconditioners [42]. The use of local RBF stencils was 
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pioneered by [67,73,75,80] and yields a class of so-called RBF-FD methods that are named in reference to classical finite 
differences. Just like classical FDs, RBF-FD methods generate sparse differentiation matrices. The level of sparsity depends on 
the local stencil size, which in turn is determined by the desired order of accuracy. Common choices of RBFs for fluid flow 
problems are Gaussians (GA), multiquadrics (MQ), and inverse multiquadrics (IMQ). Flyer et al. [21], for example, demon-
strated the use of GA-type RBFs for solving the shallow water equations on a sphere and compared the performance to 
other high-order numerical methods. Applications to the incompressible Navier-Stokes equations (NSE) include the local 
MQ-differential quadrature (DQ) method by Shu et al. [68], its extension to 3D by Ding et al. [15], the compact RBF-FD 
scheme by Chinchapatnam et al. [12], which in turn is based on the work by Wright and Fornberg [82], and the method by 
Xie et al. [83], who introduced a regularization term for IMQ RBFs and a semi-Lagrangian scheme for transient simulations. 
Incompressible flow solvers with convective heat transfer have been implemented by [67,79,84].

All these implementations use infinitely smooth RBFs that are characterized by a shape parameter. This shape parameter, 
in turn, significantly impacts both accuracy and stability, and extensive works, most empirical, have been devoted to inves-
tigating its effect [11,16,30,31,35,55]. Good accuracy is often associated with near-flat RBFs. RBFs in this flat limit, however, 
often yield ill-conditioned discretizations and suffer from stagnation, or saturation, errors [19]. Numerical schemes that ad-
dress these problems include Contour-Padé [30], RBF-QR [26,29,45], and RBF-GA [28] methods. More recently, RBF-FDs based 
on polyharmonic splines augmented with polynomials (PHS+poly), that do not require a shape parameter were introduced 
by Flyer et al. [17]. Later, Flyer et al. [19] demonstrated the use of higher-order polynomial augmentations, which improve 
the accuracy of derivative approximations of local RBF stencils and mitigate the stagnation error under node refinement. 
Bayona et al. [5] used PHS+poly for solving elliptic PDEs and showed that a larger stencil size near domain boundaries 
helps to avoid the Runge phenomenon. Using closed-form RBFs, Bayona [3] later provided an analytical validation of this 
result. Numerical demonstrations for 2-D and 3-D examples were presented in Bayona et al. [6]. Several comparisons to 
other mesh-free approaches, including polynomial least-squares approximations [19], the RBF-GA method near the flat limit 
[58], and the moving least-squares (MLS) method [4] have confirmed the competitiveness of PHS+poly-based RBF-FDs in 
terms of accuracy, robustness, and computational efficiency. While there are numerous demonstrations of PHS+poly RBF-FDs 
for advection-diffusion problems [2,33,64–66,69], their application to the incompressible Navier-Stokes equations has been 
explored only very recently. Shahane et al. [61], for example, simulated incompressible flows using an explicit fractional-
step method and considered several test problems to gauge accuracy. A semi-implicit algorithm was proposed by Shahane 
and Vanka [62] and later implemented by Unnikrishnan et al. [74] to simulate Taylor-Couette flow. The consistency and 
convergence of this algorithm with respect to grid resolution were later examined in Shahane and Vanka [63].

We build on this successful combination of fractional-step methods with PHS+poly RBF-FD discretizations and make 
two main contributions, one in terms of improving computational efficiency and the other in terms of error analysis. A 
significant reduction in computational cost is achieved through the use of a staggered-grid arrangement that permits the 
use of smaller stencils and, at the same time, much coarser grids. The staggered grid arranges the velocity and pressure at 
different nodes to circumvent the numerical instability known as odd-even decoupling. While the idea of grid staggering 
originates from the classical FD Marker-And-Cell scheme by Harlow and Welch [34], staggering occurs naturally in finite 
volume methods that define velocity in terms of fluxes across cell faces. Similarly, the proposed staggering strategy is based 
on an underlying triangular grid, generated using any standard grid generator, and defines the pressure at the vertices and 
velocities at the centers of the faces.

The second contribution is the use of modified wavenumber diagrams, as known from classical FD analysis, to gauge the 
accuracy of the PHS+poly RBF-FDs on the staggered nodes. Modified wavenumber analysis was originally designed to exam-
ine the truncation error of FD methods on lattice-based grids but has also been applied to unstructured FD discretizations 
[50,52]. Accuracy and error analysis for RBF approximations are not straightforward and often done in a problem-specific 
manner. For PHS+poly RBF-FDs, for example, test problems such as the summation of sinusoids [17,19], Poisson’s equation 
[5], Kovasznay flow, and cylindrical Couette flow [61] were considered. These studies mainly focused on the discretization 
error under grid refinement and have demonstrated that the convergence rate is determined by the degree of the polyno-
mial augmentation. Here, we first conduct a systematic parameter study to identify a set of parameters, i.e., stencil size, PHS 
exponent, and polynomial degree, that minimizes the relative error for a wave-like test function on a representative, highly 
heterogeneous grid. We proceed with a two-dimensional modified wavenumber analysis to quantify the order of accuracy 
on the staggered grids. The analysis shows that the selected 28-point stencil PHS+poly RBF-FDs provide accuracy comparable 
to 6th-order Padé-type FDs.

This paper is organized as follows: §2 introduces the PHS+poly RBF-FD method, §3 describes the unstructured staggered 
node arrangement and the fractional-step method, and §4 the parameter selection and error and accuracy analysis for the 
staggered grids. The performance of the incompressible Navier-Stokes solver is demonstrated in §5 on the lid-driven cavity 
and cylinder flow as benchmark problems. Finally, §6 concludes and summarizes the paper.

2. Radial basis functions (RBFs)

The underlying idea of radial basis functions (RBFs) is to approximate a given function f (x) using a smooth radial 
function φ(r). For a set of n scattered nodes, {x}n , we seek the interpolant
j=1
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s(x) =
n∑

j=1

λ jφ(‖x − x j‖) (1)

that satisfies s(xi) = f (xi) for i = 1, 2, . . . , n, where ‖ · ‖ denotes the standard Euclidean norm. The interpolation coefficients 
λ1, · · · , λn can be found as the solution of the linear system

⎡
⎢⎢⎢⎣

φ(‖x1 − x1‖) φ(‖x1 − x2‖) · · · φ(‖x1 − xn‖)
φ(‖x2 − x1‖) φ(‖x2 − x2‖) · · · φ(‖x2 − xn‖)

...
...

...

φ(‖xn − x1‖) φ(‖xn − x2‖) · · · φ(‖xn − xn‖)

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
A

⎡
⎢⎢⎢⎣

λ1
λ2
...

λn

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

f (x1)

f (x2)
...

f (xn)

⎤
⎥⎥⎥⎦, (2)

where A is the interpolation matrix. The RBF interpolant s(x) based on these coefficients can then be used to approximate 
the function f (x) in the local region described by the set of nodes, {x}n

j=1. Common choices for RBFs include Gaussian (GA), 
multiquadrics (MQ), and inverse multiquadrics (IMQ). See [25] for a comprehensive overview. These RBF types are known to 
suffer from the stagnation (or saturation) error under refinement and have a free shape parameter that significantly impacts 
their accuracy and stability. In this work, we use polyharmonic splines (PHS),

φ(r) = rm, where m is an odd positive integer, (3)

as the basis functions. This choice is motivated by recent studies [5,6,17,19], which highlight the advantageous properties of 
the PHS-type RBFs for discretizations, described next.

2.1. RBF-FD method and augmentation with polynomials

A direct approach for the generation of RBF-based differentiation operations is the RBF-FD method, which approximates 
the action of any linear operator, L, as a linear combination of the function values, f (x j), such that

L f (x0) =
n∑

j=1

w j f (x j). (4)

Here, x0 is a given location, and w j are the unknown differentiation weights. Using equation (1), the function value f (x)

can be approximated by the RBF interpolant s(x) and the corresponding weight vector w = (w1, · · · , wn)T is then obtained 
by solving the linear system

⎡
⎣ A

⎤
⎦

⎡
⎢⎢⎢⎣

w1
w2
...

wn

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

Lφ(‖x − x1‖)
∣∣
x=x0

Lφ(‖x − x2‖)
∣∣
x=x0

...

Lφ(‖x − xn‖)
∣∣
x=x0

⎤
⎥⎥⎥⎥⎦. (5)

An implicit assumption of the RBF-FD method is that the derivative of the basis functions, Lφ, is continuous.
A commonly used extension of equation (4) to enforce consistency with Taylor expansion-based FD approximations 

is polynomial augmentation [17,27,25,45,82]. For 2D problems, this RBF-FD method with polynomial augmentation up to 
degree q takes the form

L f (x0) =
n∑

j=1

w j f (x j) +
(q+1)(q+2)/2∑

i=1

ci P i(x0). (6)

The use of multivariate polynomial terms, Pi(x), to match the local Taylor series introduces the additional constraints

n∑
j=1

w j Pi(x j) = LPi(x0), for 1 ≤ i ≤ (q + 1)(q + 2)

2
, (7)

also known as the vanishing momentum conditions [36], for the differentiation weights. These constraints ensure that the 
RBF approximations reproduce locally polynomial behavior up to degree q [19] and appropriately decay in the far-field [24]. 
As an example, consider the linear system for q = 1,
3
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⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 x1 y1

A
...

...
...

1 xn yn

1 · · · 1
x1 · · · xn 0
y1 · · · yn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

w1
...

wn

c1
c2
c3

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Lφ(‖x − x1‖)
∣∣
x=x0

...

Lφ(‖x − xn‖)
∣∣
x=x0

L1
∣∣
x=x0

Lx
∣∣
x=x0

Ly
∣∣
x=x0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (8)

The interpolation matrix A is the same one defined in equation (5). A more general and compact expression for equation 
(8) takes the form[

A P
P T 0

]
︸ ︷︷ ︸

Aaug

[
w
c

]
=

[
Lφ
LP

]
. (9)

This procedure ensures consistency with the local expansion, but equation (4) is used to approximate the actual differentia-
tion operations. The use of polynomial augmentation for PHS RBFs has shown to improve the accuracy for interpolation and 
derivative approximations [19], numerical solutions of elliptic PDE problems [5], and approximations near domain bound-
aries [6]. Our practical implementation follows [17].

2.2. Global differentiation operators

Differentiation matrices provide a straightforward and flexible way to discretize partial differential equations (PDEs). The 
use of global RBFs leads to full matrices, which is it is computationally expensive and requires a lot of memory. To obtain 
sparse matrices instead, we seek local differentiation operators that utilize a smaller number of neighboring nodes. Assume 
the given domain is discretized by two sets of scattered nodes, {x(α)

i }N
i=1 and {x(β)

j }M
j=1. Given the function values at node 

set β , f (x(β)), we seek a differentiation matrix such that D(α,β)

L f (x(β)) approximates the derivatives, L f (x(α)), at node set 
α. The differentiation matrix D(α,β)

L must hence satisfy

⎡
⎢⎢⎢⎣

w11 w12 · · · w1N

w21 w22 · · · w2N
...

...
...

w M1 w M2 · · · w MN

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
D(α,β)

L

⎡
⎢⎢⎢⎢⎣

f (x(β)
1 )

f (x(β)

2 )
...

f (x(β)
N )

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣
L f (x(α)

1 )

L f (x(α)
2 )

...

L f (x(α)
M )

⎤
⎥⎥⎥⎥⎦. (10)

Note that for collocated grids, we have α = β . For this arrangement, the jth row of the matrix D(α,β)

L approximates the 
derivative at node x(α)

j using the n � N nearest nodes of the β-grid as the stencil for equation (9). The remaining weights 
are set to zero. As argued in [19], the use of local RBF-FD approximations has the additional advantage that each stencil 
has its own supporting polynomial that can be locally adjusted. The fully assembled matrix, D (α,β)

L , is sparse with M × n
nonzero elements. In this work, we demonstrate the use of these RBF-based differentiation matrices for incompressible flow 
simulations with staggered nodes. The following section discusses the discretization of the computational domain and the 
numerical scheme.

3. Governing equations and numerical approach

The motion of a general incompressible two-dimensional Newtonian fluid is governed by the Navier-Stokes and continu-
ity equations,

∂u

∂t
= −

(
u

∂u

∂x
+ v

∂u

∂ y

)
− ∂ p

∂x
+ 1

Re

(
∂2u

∂x2
+ ∂2u

∂ y2

)
, (11)

∂v

∂t
= −

(
u

∂v

∂x
+ v

∂v

∂ y

)
− ∂ p

∂ y
+ 1

Re

(
∂2 v

∂x2
+ ∂2 v

∂ y2

)
, (12)

∂u

∂x
+ ∂v

∂ y
= 0. (13)

All variables are nondimensionalized by the velocity scale V and the length scale L, and Re denotes the Reynolds number. 
Numerical instabilities are a known problem of standard FD methods that uses the Cartesian grid. This error can be traced 
4
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Fig. 1. Unstructured staggered node layout for flow around a cylinder: (a) V-grid; (b) P-grid; (c) grid spacing histograms. This grid is used for both the 
accuracy and error analyses in §4, and the simulations of the cylinder wake in §5.2. (For interpretation of the colors in the figure(s), the reader is referred 
to the web version of this article.)

back to central differencing schemes on collocated grids [51]. Similar grid oscillations are also observed on unstructured 
meshes. The arguably most common strategy to address this issue is the use of hyperviscosity [21,25,27,65]. Instead of ad-
hoc regularization, we propose the use of a staggered node arrangement that discretizes the pressure in the computational 
domain � by M scattered nodes that form the P−grid, and the velocity by N scattered nodes that form the V −grid. 
The P−grid is obtained using the Matlab algorithm DistMesh developed by [54]. This algorithm generates unstructured 
triangular meshes in 2-D. Inspired by standard FV methods that define the flux across the cell boundaries, we arrange the 
velocity components at the midpoints of cell edges. The resulting N scattered nodes are the V −grid. This staggered node 
arrangement is different from the classical staggered grid, which evaluates the horizontal and vertical velocities at different 
locations, but is similar to that used in FV methods. The resulting ratio N/M is around 3.

Panels 1(a, b) shows this unstructured staggered node arrangement for the example of a cylinder in a rectangular domain 
with increased resolution close to the cylinder and in the wake region. For each set of nodes that form a local stencil, a 
characteristic length �r can be determined as the locally averaged distance between adjacent nodes. The histograms of �r
for the V − and P−grids, shown in Fig. 1(c), indicate that the two grids are highly heterogeneous. The smallest characteristic 
spacing used to resolve the boundary layer near the cylinder differs by about one order of magnitude from the largest 
spacing in the far-field.

Several variants of the original fractional-step method by [43] using RBF-FD discretizations on collocated Cartesian grids 
[38,83] and unstructured grids [61,74] can be found in literature. These previous implementations do not require regular-
izations, but, as we will demonstrate, significant savings in terms of the total number of grid points and stencil size is 
achieved by using the staggered node layout. We propagate the flow field from j−th time step to ( j + 1)−th time step 
by the following three-stage semi-implicit approach. The primitive variables u, v, p are expressed in vector form as u, v, p, 
respectively.

1. In the first stage, we use the second-order Adam-Bashforth method to discretize equations (11) and (12) in time explic-
itly, yielding

u∗ − u j

�t
= 3

2
C j(u j) − 1

2
C j−1(u j−1),

v∗ − v j

�t
= 3

2
C j(v j) − 1

2
C j−1(v j−1). (14)

Here the convective term, C j , is defined as

C j(q) = −
[

u j ◦
(

D(V ,V )
x q

)
+ v j ◦

(
D(V ,V )

y q
)]

, (15)

where q ∈ {u, v}, superscripts (·)∗ and (·)∗∗ denote intermediate, non-divergence-free velocity fields, and ◦ the 
Hadamard product.

2. In the second stage, the viscous terms are advanced by the second-order implicit Crank-Nicolson scheme in time as(
I − �t

2Re
D(V ,V )

�

)
u∗∗ =

(
I + �t

2Re
D(V ,V )

�

)
u∗,

(
I − �t

2Re
D(V ,V )

�

)
v∗∗ =

(
I + �t

2Re
D(V ,V )

�

)
v∗, (16)
5
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where I denotes the identity matrix. The use of the Crank-Nicolson scheme eliminates the diffusive time-step constraint 
while maintaining second-order accuracy, see Appendix D for more details.

3. In the third stage, incompressibility is enforced via pressure correction. First, we calculate the divergence of the inter-
mediate velocity, (·)∗∗ , on the P -grid as

F j+1 = D(P ,V )
x u∗∗ + D(P ,V )

y v∗∗. (17)

Upon solution of the pressure-Poisson equation,

D(P ,P )
� p̃ j+1 = 1

�t
F j+1, (18)

for the pressure correction, p̃, the pressure is obtained as

p j+1 = p̃ j+1 − �t

2Re
D(P ,P )

� p̃ j+1. (19)

The velocity components at the ( j + 1)-th time step are then calculated as

u j+1 = u∗∗ − �t D(V ,P )
x p̃ j+1, v j+1 = v∗∗ − �t D(V ,P )

y p̃ j+1. (20)

Following Kim and Moin [43], the boundary conditions for the intermediate velocities are

u∗∗ = u j+1 + �t D(V ,P )
x p̃ j, v∗∗ = v j+1 + �t D(V ,P )

y p̃ j . (21)

The matrix inversions in equations (16) and (18) are solved only once at the beginning using LU factorization with time 
complexity O( 2

3 N3) and O( 2
3 M3), respectively. At each time step, the time complexity is O(max{N2, M2}).

4. Accuracy and error analysis

The spatial discretization scheme introduced in §3 above requires four types of differentiation matrices:

1. D(V ,V )
x , D(V ,V )

y , and D(V ,V )
� with dimension N × N from V-grid to V-grid;

2. D(P ,V )
x , D(P ,V )

y with dimension M × N from V-grid to P-grid;

3. D(P ,P )
� with dimension M × M from P-grid to P-grid;

4. D(V ,P )
x , D(V ,P )

y with dimension N × M from P-grid to V-grid.

Refer to Fig. 1 for the grid topology. For any given node, the RBF stencil consists of the nearest n nodes. For n = 28, Fig. 2
shows examples of stencils used for the four different cases. In panels 2(a) and (b), α = β and the node of interests hence 
is a node on the grid. In panels 2(c) and (d), on the other hand, the nodes comprising the stencil are from different grids.

In the following, we propose an error analysis strategy that minimizes the truncation error of the spatial derivatives on 
the staggered grid by selecting an appropriate combination of the stencil size, n, the exponent of the PHS, m, and the degree 
of polynomials, q. In previous studies, the discretization error for the augmented RBF-PHS method has been examined 
in terms of the convergence rate under grid refinement [5,17,19,61]. A general observation is that the error convergence 
depends on the degree of the polynomial, and a minimum stencil size is required for numerical stability. In this work, we 
propose the use of modified wavenumber analysis, which we generalize to scattered nodes. Classical modified wavenumber 
analysis for lattice-based node sets is commonly used to measure the accuracy of finite difference schemes, see e.g., [49]. 
For a given lattice with grid spacing �x, the modified wavenumber, k∗ , is computed by applying the finite difference to the 
discretized sinusoidal function g(x) = eikx . The difference between k∗�x and k�x indicates the numerical error as a function 
of wavenumber. To be able to investigate the discretization error as a function of the wave angle, θ = arctan (ky/kx), relative 

to the fixed set of scattered nodes, we define the transformed radial coordinate r̃ = (kxx + ky y)/k̃, where k̃ =
√

k2
x + k2

y is 
the radial wavenumber. As in [60,71], the radial modified wavenumber is then given as

k∗ = −iδr̃

{
eik̃r̃

}
e−ik̃r̃, (22)

where δr̃ is the discrete RBF-FD differentiation operator. Equation (22) reduces to the standard one-dimensional case for 
kx = 0 or ky = 0. Prior to performing the modified wavenumber analysis, we first identify the optimal parameters using a 
fixed nondimensional wavenumber, k�r = √

2, highlighted in Figs. 5 and 9. This specific value is chosen to guarantee the 
‘spectral-like resolution’ [47] that is achieved by higher-order Padé-type compact finite differences, and that has made the 
latter a popular choice for direct numerical simulation (DNS) [13,39,44,46,57,70].
6
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Fig. 2. Stencils (magenta circles) for differentiation matrices: (a) D(V ,V ); (b) D(P ,P ); (c) D(V ,P ); (d) D(P ,V ) . A constant stencil size n = 28 is used to 
approximate the derivatives at given nodes (red). Referred to Fig. 1 for the markers. The underlying triangular mesh is shown as gray dotted lines.

The test function takes the form

g j(x) = cos

(
x

�r j

)
cos

(
y

�r j

)
, (23)

where j is the node index. The corresponding wavelength is λ = √
2π�r j . The average relative error of the augmented 

RBF-PHS method is determined as

E(α,β) = 1

N

N∑
j=1

|δ(α,β)

j g j(x(β)) −Lg j(x(α))|
max{|Lg j(x)|} , (24)

where δ j represents the local RBF differentiation operation at the jth node. The local minima of the error guides the 
selection of parameters: n, the stencil size, m, the exponent of the PHS, and q, the polynomial degree. It has been shown by 
[5,17,19,61] that q determines the overall order of accuracy.

In the remainder of this section, we use as the test mesh for the error analysis the distmesh grid shown in Fig. 1
above. Due to its highly non-uniform node distribution and large variation of �r, 0.03 < �r < 0.79, it is representative 
of meshes used to discretize complex geometries. This ensures that the error estimates are conservative and applicable to 
non-generic scenarios.

Our requirements for the Navier-Stokes solver are:

(i) compact stencil size of n � 30 for numerical efficiency,
(ii) formal order-of-accuracy of q ≥ 2 for physical accuracy,

(iii) small relative error,
(iv) stability (requires n � (q + 1)(q + 2) for scattered nodes, see e.g. [3,5,6,17]).

To meet these criteria, we vary the different parameters and conduct detailed error analyses for the (V , V )- and (P , P )-
grids, reported in §4.1 and §4.2, respectively. The analyses for the remaining combinations are reported in Appendix B, and 
a comparison with the established RBF-QR implementation by Fornberg and Letho [27] and the RBF-GA implementation by 
Bollig et al. [7] is shown in Appendix C.

4.1. V-grid to V-grid

We first consider the differentiation matrices D(V ,V )
x and D(V ,V )

� , which operate on the (V , V )-grid shown in Fig. 2(a). 
Fig. 3 shows the average relative errors, equation (24), computed for the first derivative in the x-direction for the test 
function, equation (23). By comparing the different subplots of Fig. 3, we observe that the relative error for m = 5 is largely 
7



T. Chu and O.T. Schmidt Journal of Computational Physics 474 (2023) 111756
Fig. 3. Relative error for D(V ,V )
x for different combinations of PHS exponents, m, and polynomial orders, q: (a) no polynomial augmentation; (b) q = 1; (c) 

q = 2; (d) q = 3; (e) q = 4; (f) q = 5. The results for the y-derivatives (‘+’) are almost indistinguishable. Shaded areas of the same color show the standard 
deviation (overlapping regions appear purple).

Fig. 4. Relative error for D(V ,V )
� for different combinations of PHS exponents, m, and polynomial orders, q: (a) no polynomial; (b) q = 1; (c) q = 2; (d) q = 3; 

(e) q = 4; (f) q = 5. Shaded areas of the same color show the standard deviation (overlapping regions appear purple).

independent of the polynomial order, q. For q ≤ 3, the relative error for m = 5 is larger than for m = 7 and 9, and we 
hence do not further consider m = 5. A general trend is that the truncation error decreases with increasing stencil size and 
then stagnates. Similar results are also found in Bayona et al. [5]. The last observation is that for q = 5, the relative error 
has increased for all m. To avoid the Runge phenomenon near the domain boundary, a smaller value of q is favored for a 
fixed stencil size [3,5,6]. With the goal to minimize both the stencil size error, we identify n = 28, m = 7, and q = 3 as the 
best combination. Note that the order of accuracy is not reflected in this analysis of the relative error for a fixed k�r. The 
modified wavenumber analysis (shown in Figs. 5 and A.18 below) will, however, show that increasing q beyond 3 does not 
improve the order of accuracy for a fixed stencil size, n = 28.

Fig. 4 shows the relative error for the second derivatives contained in the Laplacian, D (V ,V )
� . We repeat the same analysis 

as for the first derivative, and similar trends are observed. Following the same arguments stated above, and for consistency, 
we proceed with (n, m, q) = (28, 7, 3) for the Laplacian as well.
8
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Fig. 5. Modified wavenumber diagrams for the differentiation matrices D(V ,V ) with (n, m, q) = (28, 7, 3) for: (a) the first; (b) the second derivatives. Shaded 
areas represent the standard deviations for the results in the x- (red) and y- (blue) directions, respectively (overlapping regions appear purple). Results for 
Padé-type methods are shown for comparison. The recommended maximum modified wavenumber of k�r = √

2 is highlighted in green.

Fig. 6. 2D modified wavenumber diagrams (normalized) for the differentiation matrices D(V ,V ) with (n, m, q) = (28, 7, 3): (a) first and (b) second derivatives. 
The recommended maximum modified wavenumber of k̃�r = √

2 is highlighted in green.

Fig. 5 shows the modified wavenumber diagrams for the differentiation matrices D (V ,V ) with the corresponding standard 
deviations. Results for the standard 2nd-order central, and 4th- and 6th-order Padé-type methods are shown for compari-
son. Despite the inhomogeneity of the mesh, the truncation errors in the x and y directions are very similar. The accuracy 
of the first and second derivatives is almost identical to the 6th-order Padé scheme up to k�r = 2. Also shown is the stan-
dard deviation of the modified wavenumbers obtained from all grid points. The important observation is that the standard 
deviation is negligible until the mean modified wavenumber deviates from the theoretical curve. Wavenumbers beyond this 
point have to be considered underresolved and have to be filtered out or, ideally, avoided entirely through grid refinement. 
The proposed maximum modified wavenumber of k�r = √

2 (green lines in Fig. 5) ensures the spectral-like accuracy, which 
exceeds the second-order accuracy (dotted lines) of most commercial and general-purpose computational fluid mechanics 
codes.

To assess the inhomogeneity of the computational grid, we extend the modified wavenumber analysis to two dimensions 
by plotting the ratio k∗/k̃, where k̃ =

√
k2

x + k2
y , in the x-y wavenumber plane. This is shown in Fig. 6. An important obser-

vation is that the normalized modified wavenumbers are almost independent of the direction of the wave. This finding is 
encouraging since the local topology of an unstructured mesh, in principle, can have arbitrary orientations. At the proposed 
maximum modified wavenumber of k̃�r = √

2 (green lines), the ratio deviates from the spectral limit by at most 0.6%
and 0.2% for the first and second derivatives, respectively. These observations suggest that the 28-point PHS+poly RBF-FD 
discretization provides high-order accuracy independent of grid orientation if the nodes are taken as the midpoints of a
DistMesh grid, see Fig. 1.
9
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Fig. 7. Relative error for D(P ,P )
� for different combinations of PHS exponents, m, and polynomial orders, q: (a) no polynomial; (b) q = 1; (c) q = 2; (d) q = 3; 

(e) q = 4; (f) q = 5. Shaded areas of the same color show the standard deviation (overlapping regions appear purple).

4.2. P-grid to P-grid

Next, we repeat the analysis of §4.1 for the differentiation matrix D(P ,P )
� , which operates on the (P , P )-grid shown in 

Fig. 2(b). We focus on the truncation error of the discretized Laplace operator that is used to solve the pressure Poisson 
problem, equation (18). Fig. 7 shows the relative error for different parameters. The combination (n, m, q) = (28, 7, 3) that 
was identified as optimal for the (V , V )-grid is taken as the baseline. Deviating from the baseline case, increasing m to 
m = 9 with q constant or increasing q to q = 4 with m constant yields a small decrease of the error. We choose consistency 
over these marginal gains and proceed with (n, m, q) = (28, 7, 3) for D(P ,P )

� . Prior to making this choice, we confirmed that 
further increasing m does not further decrease the error significantly. In fact, letting m = 11 leads to numerical instability, 
as can be seen in Fig. 7(d).

To gauge the numerical stability of the local stencils, Fig. 8(a, b) show the histograms of the condition number of Aaug, 
defined in equation (9), for q = 3 and q = 4 on V − and P−grids. While the histograms are comparable, the maximum 
condition number for P−grid shown in panel 8(c) reveals that the condition number starts to deteriorate for q ≥ 4. This is 
in accordance with the findings of Flyer et al. [17] who found that lower polynomial degrees lead to more stable discretiza-
tions. We will show in the following that increasing q beyond 3 also does not increase the accuracy for a fixed stencil size.

The modified wavenumber diagrams for the differentiation matrices D(P ,P ) are reported in Fig. 9. As before, the analytical 
results for the 2nd-order central, and 4th- and 6th-order Padé-type methods are shown for comparison. It is found that the 
modified wavenumber curves for the (P , P )-grid are as good or better as the 6th-order Padé scheme for both the first and 
second derivatives. Furthermore, the variances are much lower compared to the results for the (V , V )-grid, previously shown 
in Fig. 5. The likely reason is that the local topology of the (P , P )-grid is more evenly distributed in space. This becomes 
apparent when comparing Fig. 2(b, c) to (a, d) of the same figure. It is also observed that the modified wavenumber curves 
for the x- and y-directions, in particular for the second derivatives, differ. We suspect that this is due to the inhomogeneity 
of the computational domain, which results from its elongated shape and the local grid refinement of the wake region that is 
also oriented in the x−direction. We conclude that the discretization is also robust in the presence of grid non-homogeneity 
while preserving higher-order accuracy.

The effect of grid orientation is assessed for the first and second derivatives in terms of the two-dimensional modified 
wavenumber diagrams in Fig. 10(a) and (b), respectively. Similar to what was found for the (V , V )−grid in Fig. 6, no strong 
directional preference is observed. The direct comparison with Fig. 6 reveals that the modified wavenumber stays closer to 
unity of a larger radius. This implies that the (P , P )−grid will yield accurate results over a wider wavenumber range.

Fig. 11 shows a direct comparison of the error relative to the spectral limit at k̃�r = √
2 as a function of the wave 

angle for both grids and derivatives. The errors for the (P , P )-grid are around 0.4% and 0.6% for first and second derivatives, 
respectively. The values for (V , V )-grid are generally lower. This shows that, despite the heterogeneous grid, the dependence 
on the wave angle is low.

The relative error analyses for D(V ,P ) and D(P ,V ) , that is, cases (c) and (d) in Fig. 2, are reported in Appendix B. The 
results are similar to those of the non-mixed grids above. To maintain the overall accuracy of the numerical scheme, which 
involves combinations of all grids, we hence retain the recommended value of k̃�r = √

2.
10
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Fig. 8. Histogram of the condition numbers of Aaug: (a) V-grid and (b) P-grid; (c) maximum value for different polynomial degrees.

Fig. 9. Same as Fig. 5 for D(P ,P ) with (n,m,q) = (28,7,3). Results for (n,m,q) = (28,7,4) are reported in panels A.18(c, d) with negligible difference.

5. Applications

We demonstrate the viability, robustness, and flexibility of the fractional-step, staggered-node, PHS+poly RBF-FD al-
gorithm on two examples, internal lid-driven cavity flow and the flow past a cylinder. Both test cases are established 
benchmark problems. The parameters identified from the error and accuracy analyses in the previous section, i.e., (n, m, q) =
(28, 7, 3), are used throughout, and it is ensured that the DistMesh grid properly resolves the flow by adhering to the 
k̃�r �

√
2 recommendation.

5.1. Lid-driven cavity flows

The lid-driven cavity problem is often used to validate different implementations of RBF-FD methods. In the past, these 
implementations often used specific grid arrangements, such as Cartesian or quasi-uniform grids [59,83], or locally orthog-
onal grids near the boundary [12,67,68]. A notable exception is the vorticity/stream function-based steady-state solver by 
Bayona et al. [5], which uses scattered nodes throughout. Here, we solve the transient problem on scattered nodes with 
local grid refinement near the walls.
11
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Fig. 10. Same as Fig. 6 for D(P ,P ) with (n,m,q) = (28,7,3).

Fig. 11. Relative error of the modified wavenumber at different wave angles.

Fig. 12. Computational domain and solution for the lid-driven cavity at Re = 10000: (a) V-grid with N = 42799 ≈ 2072 nodes, colored by vorticity; (b) 
P-grid with M = 14606 ≈ 1212 nodes, colored by pressure.

Fig. 12 shows the discretization of the unit square cavity domain, � = [0, 1] × [0, 1], with N = 42799 ≈ 2072 and M =
14606 ≈ 1212. The characteristic distance of the P-grid is 0.004 near the walls and averages at 0.008 for the whole domain. 
The flow inside the square cavity is driven by the motion of the top wall with unit velocity, U0 = 1. No-slip boundary 
conditions are prescribed at all walls. The fluid is at rest at t = 0. A time step �t = 0.00125, corresponding to a CFL number 
around 0.7, is used in the computation. Results at Reynolds numbers, Re = U0

ν , ranging from 100 to 10000 are investigated 
for comparison with the benchmark results by Ghia et al. [32]. While other RBF-based codes often rely on hyperviscosity or 
other means of regularization, the present implementation runs stably for the entire range of Reynolds numbers.
12
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Fig. 13. Velocity profiles for the lid-driven cavity flow at Re = 100 (magenta), Re = 400 (cyan), Re = 1000 (black), Re = 3200 (black), Re = 5000 (green) and 
Re = 7500 (red) through the: (a) horizontal centerline; (b) vertical centerline. Results at Re = 10000 (purple) are the time-averaged profiles. The obtained 
results (solid) are compared to those of Ghia et al. [32] (‘+’).

Fig. 14. Vorticity fields for Re = 3200 (a, e), Re = 5000 (b, f), Re = 7500 (c, g) and Re = 10000 (d, h) at: (a-d) t = 15; (e-g) steady-state; (h) limit-cycle. The 
vorticity vector is calculated as ω = D(V ,V )

x v − D(V ,V )
y u.

Fig. 13(a) and (b) display the obtained velocity profiles through the horizontal and vertical centerlines of the cavity, 
respectively. The present results compare well with the benchmark data of Ghia et al. [32], who used 1292 and 2572 nodes 
for Reynolds numbers smaller and larger or equal than 5000, respectively. After reaching steady-state, a periodic solution 
with frequency f = 0.63 is found at Re = 10000. The corresponding curves in Fig. 13 are therefore time-averaged velocity 
profiles. The oscillation frequency varies in the literature, and the frequency obtained here falls well in the reported range [1,
9,53,72]. After confirming the quantitative agreement of our results with the literature, we next examine the corresponding 
flow fields.

Fig. 14 shows the vorticity fields for the four highest Reynolds numbers. For Re ≤ 5000, the primary vortices seen 
in Fig. 14(a, b) evolve into the steady-state solutions shown in 14(e, f). Despite its more chaotic evolution, the flow at 
Re = 7500 also converges to a steady state. It is generally observed that the higher the Reynolds numbers, the longer it 
takes to reach steady-state. For Re = 10000, the flow-field is doe not possess a steady-state solution, and we hence show 
an instantaneous state within the limit-cycle. After confirming that the proposed scheme is well-suited for simulating this 
unsteady incompressible internal flow, we next focus on the more challenging example of open flow over a cylinder.

5.2. Cylinder flow

Wakes behind bluff bodies are an ubiquitous phenomenon in engineering, and the flow over a circular cylinder is often 
used as an unsteady benchmark problem for numerical methods. RBF-based discretization facilitates easy local grid refine-
13
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Fig. 15. Computational grids for cylinder flow: (a) V-grid with N = 55671 nodes showing ω; (b) P-grid with M = 18647 nodes showing p at Re=100, 
respectively.

Fig. 16. Instantaneous vorticity fields for Re = 100 (a, c, e), and Re = 200 (b, d, h) at: (a, b) t = 25; (c, d) t = 40; (e, f) limit-cycle.

ment near the solid boundaries and in the wake region. To the best knowledge of the authors, previous works on RBF for 
cylinder flows have exclusively used polar meshes to discretize the region around the cylinder [14,37,38,68,83] (or have not 
reported the mesh topology). Here, we use scattered nodes, as described in §3 and previously shown in Fig. 1, throughout 
the entire domain.

Following [10,56], we take the computational domain � as the exterior of the cylinder r ≥ D/2 = 0.5 within the rectangle 
−8 ≤ x ≤ 24, −8 ≤ y ≤ 8. Local grid refinement is used to resolve the regions near the cylinder and the wake. Fig. 15(a, 
b) show the V-grid with N = 55671 and P-grid with M = 18647, respectively. The characteristic distances of the P-grid are 
�r(p) = 0.03 near the cylinder, 0.04 on the wake centerline, x > 0.5, y = 0, and averaged at 0.123 in the whole domain. The 
inflow is uniform with U∞ = 1, V∞ = 0, symmetric boundary conditions with v = ∂u/∂ y = 0 are applied at the transverse 
boundaries, a no-slip condition is prescribed on the cylinder, and a stress-free outflow condition, −pn + 1

Re ∇U · n = 0, 
where n = [1, 0]T , is prescribed at the outlet. The flow field is initialized with U 0 = [1, 0]T . The time step is �t = 0.005, 
corresponding to a CFL number of 0.67. Two Reynolds numbers, Re = U∞ D

ν =100 and 200, are considered.
Fig. 16 shows the vorticity field at three different time instances for both Reynolds numbers. For both cases, these three 

time instances capture the gradual evolution of the unstable wake flow through a transient that finally results in the limit-
cycle oscillation. This limit-cycle oscillation is the well-known periodic von Kármán vortex street seen in Figs. 16(e) and 
16(f).

We next quantify these results by examining the drag and lift coefficients on the limit cycle, defined as

C D = F D
1
2ρU 2∞D

, CL = F L
1
2ρU 2∞D

, (25)

respectively. The drag, F D , and lift, F L , forces are computed by integrating the pressure and wall-shear over the cylindrical 
surface using the Simpson’s rule. The grid dependence of the lift and drag coefficients is investigated in Fig. 17 for Re = 100. 
The four grids are obtained by varying the initial edge length for DistMesh from 0.025 to 0.04. The differences in the drag 
and lift coefficients between the current (vertical dashed line) and the densest grid are 0.07% and 0.29%, respectively. This 
indicates that the present grid resolution is sufficient.
14
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Fig. 17. Drag (red) and lift (blue) coefficients for cylinder flow at Re = 100 for different grid resolutions. The vertical dashed line indicates the reference 
P-grid resolution �r = 0.123 used in §5.2.

Table 1
Summary of published results for drag, lift and the fundamental vortex shedding frequency the flow behind a 
cylinder at Re = 100 and Re = 200, and comparison to current results.

Re = 100 Re = 200

C D CL St C D CL St
Braza et al. [8] 1.364 ± 0.015 ±0.25 - 1.40 ± 0.05 ±0.75 -
Liu et al. [48] 1.350 ± 0.012 ±0.339 0.164 1.31 ± 0.049 ±0.69 0.192
Calhoun [10] 1.330 ± 0.014 ±0.298 0.175 1.17 ± 0.058 ±0.67 0.202
Russell and Wang [56] 1.38 ± 0.007 ±0.300 0.169 1.29 ± 0.022 ±0.50 0.195
Ding et al. [14] 1.325 ± 0.008 ±0.28 0.164 1.327 ± 0.045 ±0.60 0.196
Shu et al. [68] 1.362 ± 0.010 ±0.32 0.166 1.352 ± 0.049 ±0.62 0.192
Shahane et al. [61] 1.354 ± 0.009 ±0.333 0.166 1.364 ± 0.045 ±0.690 0.197
Present 1.353 ± 0.010 ± 0.342 0.171 1.382 ± 0.046 ± 0.683 0.201

Table 1 compares previous results for both Reynolds numbers to the values obtained here. The vortex shedding frequency 
is reported in terms of the Strouhal number, St = f D/U∞ . It can be seen that our results fall well within the range of 
the previous results, which vary by as much as 16% at Re = 200. Out of the reported literature, the work of Shahane et 
al. [61] is most closely related to the present study. Shahane et al. [61] report results for their collocated PHS-RBF method 
for two different grid resolutions. Their results on the finer grid are reported in Table 1. The staggered-grid arrangement 
used here utilizes around 65% fewer nodes on the V −grid, or 85% on the P−grid, and an about one-third smaller RBF 
stencil.

6. Summary and discussion

The main objective of this work was to advance the state-of-the-art in RBF-based discretizations to enable future 
high-fidelity simulations of engineering or natural flows in complex domains. To this end, a semi-implicit fractional-step 
algorithm for the time-dependent Navier-Stokes equations that uses PHS+poly RBF-FDs to approximate spatial derivatives 
on scattered nodes was presented. The algorithm achieves high accuracy and stability by staggering the pressure at the 
vertices and the velocities at the face centers of unstructured triangular meshes. A systematic study has shown that the 
parameter combination (n, m, q) = (28, 7, 3) yields a good balance between accuracy and stencil size. In particular, this pa-
rameter triplet ensures high accuracy up to a proposed maximum modified wavenumber of k̃�r = √

2, that is, the same 
‘spectral-like resolution’ of higher-order Padé-type compact finite differences [47]. For a stencil size n = 28, it was found 
that increasing the polynomial degree beyond q = 3 does not improve accuracy and that a PHS exponent of m = 7 yields 
the smallest error within the considered parameter space. A two-dimensional modified wavenumber analysis has further 
shown that the error between the computed derivatives and the spectral limit does not exceed 1.5% at k̃�r = √

2 for 
varying wave angles, hence demonstrating high-order accuracy in the presence of grid non-homogeneity. The incompress-
ible Navier-Stokes solver is demonstrated on two benchmark problems, lid-driven cavity, and cylinder flow. Over a range 
of Reynolds numbers, the results compare well with data reported in previous works at a comparably low computational 
cost.

Since the pioneering work by Hardy [35], RBF discretizations have been applied to a large variety of mostly canonical 
problems and have been continuously improved and specialized. Take as examples most relevant to this contribution the 
introduction of RBF-FDs [73], PHS+poly RBFs [17], and, most recently, the use of PHD+poly RBFs to solve the incompressible 
Navier-Stokes equations by Shahane et al. [61]. Despite the impressive conceptual and algorithmic progress, the technology 
transition to a general-purpose CFD tool for physical exploration or engineering applications has, arguably, not been yet 
accomplished in the same way as for FD, FV, finite element, and DG methods. The present contribution should be seen 
15
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Fig. A.18. Modified wavenumber diagrams for (n,m,q) = (28,7,4): (a, b) same as Fig. 5 for D(V ,V ); (c, d): same as Fig. 9 for D(P ,P ) .

as a continuation of the works referenced above with this goal. The natural next steps along these lines are hence the 
extension to 3-D and demonstration on non-canonical geophysical or engineering flows. A conceptual advantage of RBF-FDs, 
which it shares with classical FDs, is that they can directly be used in the strong formulation. This makes the construction 
of sparse differentiation operators, and therefore global Jacobians for hydrodynamic stability analysis, particularly easy. The 
latter application is another direction of our current research.
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Appendix A. Modified wavenumber diagrams for q = 4

Panels A.18(a, b) show the modified wavenumber diagrams for the differentiation matrices D(V ,V ) obtained using the 
combination (n, m, q) = (28, 7, 4). The results are visually indistinguishable from those in Fig. 5, indicating that increasing 
16
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Fig. B.19. Relative errors for staggered nodes: (a-f) same as Fig. 3 for D(V ,P )
x ; (g-l) same as Fig. 3 for D(P ,V )

x . The results for the y-derivatives are shown as 
‘+’.

the polynomial degree, q, beyond 3 does not improve the accuracy for a fixed RBF stencil size, here n = 28. The corre-
sponding diagram for the (P , P )−grid is shown in panels A.18(c, d). In the same way as for the (V , V )−grid, the modified 
wavenumber curves in Figs. 9 and A.18(c, d) are nearly identical.

Appendix B. Relative errors for V-to-P and P-to-V grid derivatives

The staggered node layout introduced in §3 requires differentiation matrices that operate between the V - and P -grids 
(see equations (17) and (20) of the fractional step algorithm). Panels B.19(a-f) show the relative errors for the differentiation 
matrix D(V ,P ) , which operates on the (V , P )-grid shown in Fig. 2(c) for varying n, m and q. Similar trends as for the collo-
cated (V , V )- and (P , P )-grids are found. For the same reasons discussed in §4, and for consistency with the differentiation 
operators on the collocated grids, we proceed with the same parameter combination of (n, m, q) = (28, 7, 3). The same pa-
rameter study is repeated for the differentiation operator D(P ,V ) in panels B.19(g-l) with a comparable outcome and the 
same conclusion.

Appendix C. Comparison with RBF-QR and RBF-GA

Fig. C.20 compares the accuracy of different RBF-FD methods for a fixed stencil size of n = 28. The comparison is con-
ducted on the (V , V )-grid, on which both the first and second derivatives are required. The accuracy and numerical stability 
of the RBF-QR and RBF-GA methods depend on their shape parameters. The corresponding values of εQR = 2.5 and εGA = ...

are taken from the standard references by Fornberg and Letho [27] and Bollig et al. [7], respectively. It can be seen that all 
three RBF-FD variants perform very well up to our recommended maximum modified wavenumber of k�r = √

2 for both 
the first and second derivatives. For fewer points per wavelength, that is k�r �

√
2, the proposed PHS+poly variant with 

(n, m, q) = (28, 7, 3) stays closer to the spectral limit, in particular for the second derivative. With the caveat that the shape 
parameters of the RBF-QR and RBF-GA variants are not optimized for this specific node distribution, the results show that 
the proposed PHS+poly discretization is highly competitive. An advantage of PHS+poly, arguably, is that the optimization 
17
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Fig. C.20. Comparison with RBF-QR and RBF-GA on the (V, V)-grid with n = 28: modified wavenumber diagrams for the (a) first derivative; (b) second 
derivative. The recommended maximum modified wavenumber of k�r = √

2 is shown in green.

Fig. D.21. Relative error of the flow field at different time steps.

of its integer parameters, m and q as demonstrated in §2, for a fixed stencil size is more straightforward than finding the 
optimal value of a continuous shape parameter.

Appendix D. Time stepping accuracy

Fig. D.21 shows the relative error of the flow field simulated using different time steps. As a test case, we use the lid-
driven cavity flow at Re = 1000 and compute the error for the steady-state solution, see §5.1. The close match between 
the theoretical curve and the simulation error for small �t confirms that the algorithm possesses an order of accuracy of 
O (�t)2. This is consistent with the numerical scheme described in §3.
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